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Abstract

Consistency is a practical metric that evaluates an instru-
ment’s reliability based on its ability to yield the same output
when repeatedly given a particular input. Despite its broad
usage, little is understood about the feasibility of using con-
sistency as a measure of worker reliability in crowdwork. In
this paper, we explore the viability of measuring a worker’s
reliability by their ability to conform to themselves. We in-
troduce and describe Deja Vu, a mechanism for dynamically
generating task queues with consistency probes to measure
the consistency of workers who repeat the same task twice.
We present a study that utilizes Deja Vu to examine how
generic characteristics of the duplicate task — such as place-
ment, difficulty, and transformation — affect a workers task
consistency in the context of two unique object detection
tasks. Our findings provide insight into the design and use
of consistency-based reliability metrics.

Introduction
Quality control is a common and important challenge for
crowdsourced datasets. Due to their natural susceptibility
to workers performing a task incorrectly by accident or
with intent, a key objective for crowdsourcing systems is
identifying reliable workers. From simple majority-vote ap-
proaches to sophisticated machine-learning based models,
a broad range of techniques have been developed to man-
age the quality of crowdsourcing data, yet the topic has re-
mained at the forefront of concerns for both practitioners
and researchers of crowdsourcing alike (Ipeirotis, Provost,
and Wang 2010; Jung and Lease 2011). This raises a philo-
sophical question—what defines a “good” worker when no
objective measure of quality exists, and how do we leverage
alternative measures of worker quality to improve crowd-
sourcing results?

Consistency is a measure of reliability in many do-
mains, including healthcare (Chinn 1991), genomics (Mis-
ztal, Legarra, and Aguilar 2009), chemistry (Margolis and
Duewer 1996), pervasive computing (Henricksen, Indul-
ska, and Rakotonirainy 2002), machine learning (Rosten,
Porter, and Drummond 2010), and human-computer interac-
tion (Wilson et al. 2011; Hornbæk et al. 2014)). It evaluates
an instrument’s reliability based on its ability to yield the
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same output when repeatedly given a particular input un-
der the same constraints. Deterministic algorithms, for ex-
ample, can be described as consistent as they always pro-
duce the same output when given the same input. Despite its
widespread application, only a handful of crowdsourcing lit-
erature has examined the utility of consistency (Cheng, Tee-
van, and Bernstein 2015; Sun and Stolee 2016) as a reliabil-
ity metric, leaving many important questions unanswered:
To what extent are workers capable of performing tasks
consistently? How do characteristics of a repeated task af-
fect a worker’s consistency? Are consistency-based quality-
control procedures viable alternatives to traditional methods
of quality control?

In this paper, we explore the viability of measuring work-
ers’ reliability by their ability to generate the same response
for a pair of duplicate tasks, which we call a consistency
probe. First, we introduce Deja Vu, a mechanism for gener-
ating task queues with consistency probes to measure the
task consistency of workers. Next, we present and report
findings from an experiment to examine how certain char-
acteristics of the consistency probe — such as placement,
difficulty, and transformation — affect a workers task con-
sistency. The experiment is conducted in the context of two
object counting tasks that ask workers to locate a particular
type of object in a set of ten images. We conclude with a
discussion on the practicality of our findings and directions
for future work.

Related Work
Characterization of Worker Reliability
Consensus Consensus-based reliability metrics are among
the most common strategies for measuring worker reliabil-
ity. These measures are often driven by comparing worker
answers to consensus (e.g., majority vote), which assumes
the workers are equally reliable (Sheng, Provost, and Ipeiro-
tis 2008; Sheshadri and Lease 2013). One common prac-
tice here is to score and filter workers by the proximity
of their answer to the consensus (Ribeiro et al. 2011). Ex-
pectation Maximization (EM) algorithms go beyond the
naive assumption of a perfect crowd and assume that work-
ers have unknown errors that can be estimated simultane-
ously with ground truth (Dawid and Skene 1979; Demar-
tini, Difallah, and Cudré-Mauroux 2012; Ipeirotis, Provost,



and Wang 2010; Raykar and Yu 2012; Snow et al. 2008;
Whitehill et al. 2009). Prior work offers alternative ways to
weigh worker responses, including the use of Z-score from
information retrieval (Jung and Lease 2011) to more ad-
vanced Bayesian approaches that model other worker and
task characteristics, such as difficulty, approach to annota-
tion, and expertise (Welinder et al. 2010).

Behavioral Measures of Reliability Behavioral measures
capturing how workers perform tasks (e.g., task finger-
printing) consisting of cognitive and motor actions, have
been shown to approximate task performance and reliability
(Rzeszotarski and Kittur 2011). Interactions with interface
components critical to the task at hand have also been used
to measure worker reliability (Buchholz and Latorre 2011).
Such metrics have also been used to identify curbstoning
(i.e., falsification of survey data) (Birnbaum et al. 2013).

Consistency as as Measure of Reliabiliy Several prior
works in crowdsourcing have explored consistency—the
ability of a worker to conform to themselves when perform-
ing a task—as a measure of reliability. One study (Cheng,
Teevan, and Bernstein 2015) evaluated the consistency of 40
workers performing a set of tasks, including emotion map-
ping and image categorization, and found that consistency
between timed and untimed task variations could be a viable
substitute for ground-truth data in objective tasks. In the con-
text of online surveys, it was reported that 30% of the work-
ers, when given the exact same survey twice, submitted in-
consistent responses (Sun and Stolee 2016). Finally, Hata et
al. found that workers can maintain consistent answer qual-
ity over long periods of time (Hata et al. 2017).

Our work is distinct from prior work in that we study the
effects of characteristics of duplicate tasks and how they af-
fect the task consistency of workers. We are not aware of
prior work that has focused on either topic.

Effects of Task Characteristics on Reliability
Prior work has shown that various characteristics of a task
sequence can affect the way workers perform tasks including
task difficulty (Mao et al. 2013), contextual factors (Teevan,
Iqbal, and von Veh 2016), and task ordering (Cai, Iqbal, and
Teevan 2016). Other works (Chandler and Kapelner 2013;
Newell and Ruths 2016) have shown that workers output
can be strongly influenced by how the task is framed, ei-
ther through an explicit message or by manipulating the
content of preceding tasks. Closest to our work, Cheng et
al. compared the error-time curves of workers performing a
set of primitive tasks under two characterizations of quality,
namely internal consistency and between-subject variation
(Cheng, Teevan, and Bernstein 2015).

Deja Vu
Deja Vu is a mechanism for distributing calculated con-
sistency probes and yielding a consistency-based reliability
metric for a worker, composed of two components. The first
component is a task router that distributes tasks to workers.
The second component is a metric for assessing the quality

of workers based on the consistency of their output for du-
plicates. We discuss each of these components along with
the rationale behind their design in detail below.

Task Router
The Task Router component automatically constructs a
queue of tasks with consistency probes to capture the task
consistency of a worker. Formally, a consistency probe is
defined as a task-set containing an original task and its cor-
responding D duplicates. For the purpose of this study, we
only consider the simplest scenario in which there is only
one duplicate (i.e., D=1) following the original task; in prac-
tice, the original task can be followed by multiple duplicates
to accommodate more complex scenarios. Both the size of
the queue and the number of consistency probes can be spec-
ified by the managing requester.

Routing Dimensions
There are three dimensions of a consistency probe that can
be configured: placement, transformation, and difficulty.

Placement: The task router can systematically select where
the original task and its duplicates appear in the task queue.
As shown in Figure 1, placement can be specified using two
parameters:

• positionorig: the position of the original task

• offsetorig,dup: the number of tasks between the original and
duplicate task

Transformation: The task router can apply a transformation
to a duplicate task (i.e., flipping a image on the Y-axis).

• transform: the transformation applied to the duplicate task

Difficulty: The task router can, optionally, adjust the diffi-
culty of consistency probes by tuning three parameters:

• difficultydup: the difficulty of the duplicate task

• difficulty< orig: the average difficulty of the tasks before
the original task

• difficultyorig,dup: the average difficulty of the tasks between
the original task and the duplicate task

Each of the Difficulty parameters is bound by the availabil-
ity of information that can be used as proxies for task dif-
ficulty. For example, the difficulty of object counting tasks
can be approximated by the number of objects in the image.
In many cases, this information is initially unknown in the
context of crowdsourcing, and the parameters are therefore
not required for routing consistency probes.

As these parameters are the most basic dimensions that
describe tasks and how they are served to workers, the Deja
Vu task routing mechanism is task-agnostic and applicable
to any task routing scenario.

A Baseline Measure of Consistency
The second component of Deja Vu is a measure of consis-
tency. The simplest such measure is the absolute difference
between a worker’s outputs for the original task and its du-
plicate:



(a)
positionorig = 2 ; offsetorig,dup = 7

(b)
positionorig = 8 ; offsetorig,dup = 1

(c)
positionorig = 4 ; offsetorig,dup = 2

Figure 1: Task queues with varying Placement parameters.

outputorig;dup = |outputorig − outputdup| (1)

where outputorig is the output for the original task and
outputdup is the output for the duplicate. If outputorig,dup
equals zero, the worker is perfectly consistent while a non-
zero value indicates the worker is observably inconsistent.

Study Design
We conducted an experiment on Amazon Mechanical Turk1

to examine the ability of workers to yield consistent output
for a particular task. In this study, we vary the key parame-
ters for placement and transformation to determine how each
parameter affects the task consistency of workers, as mea-
sured by our baseline metric. The effects of difficulty are
examined post-hoc as task queues were generated randomly
to minic real-world crowdsourcing scenarios.

Task and Procedure
Object detection is among the most common types of com-
mercial and scientific crowdsourced tasks (Ipeirotis 2010;
Simpson, Page, and De Roure 2014), and recent work has
reinforced the importance of people in reliable methods for
object detection in images (Sarma et al. 2015) and computer
vision research (Forsyth and Ponce 2002). In this work, we
focus specifically on counting tasks, where the input is an ar-
tifact (e.g., an image) and the output is the count of a certain
object found in the artifact. While participants do annotate
objects in an image, the output of the task is limited to the
numeric count of an object as determining which object was
counted by comparing coordinates is challenging, particu-
larly when objects occlude one another (Sarma et al. 2015).

Our study focuses on counting tasks in two unique do-
mains: (1) counting flowers in images of Herbarium records
and (2) counting Greek taus in images of ancient papyrus
manuscripts. We refer to these tasks as the Flower task and
the Tau task respectively.

Figure 2 illustrates the counting interface for both tasks.
In the interface, users can locate and count objects in the
image by clicking on the image to make an annotation. As
each annotation is created or removed, the interface auto-
matically increments or decrements the count for the object
next to the object’s label to the right of the image. For the
purpose of this study, we assume that each image contained
at least one identifiable object for the task and structured the
the interface to prevent workers from submitting a task with
a reported count of zero. Both the annotation interface and

1https://www.mturk.com

the Deja Vu mechanism are implemented within the Crowd-
Curio research-oriented crowdsourcing platform2 (Law et al.
2013; Willis et al. 2017).

In order to quantify the difficulty of each image and study
participant accuracy, ground-truth counts for each task were
collected from experts or public datasets. For the Flower
task, four specialists with a background in biology, who are
currently employed at the herbarium of an R1 research in-
stitution, were recruited to locate the flowers in each herbar-
ium records. The median count of the recruited specialists
was taken as the ground-truth. For the Tau task, ground-truth
counts for each papyrus manuscript were retrieved from
published, peer-reviewed transcriptions (Society 1908).

For each task, participants were asked to report counts for
a series of 10 images. A dataset of 30 randomly-selected im-
ages with varying ground-truth counts, ranging from 2 to 88
objects in a single image, was used to generate task queues
for workers in each task. Task queues were generated by ran-
domly selecting 8 tasks from the dataset of 30 images. An
additional image was randomly selected from the remaining
22 images as a consistency probe and subsequently inserted
into the task queue at two particular locations. If specified,
a transformation was applied to the second instance of the
task selected as the probe.

All participants were recruited from Amazon Mechani-
cal Turk and paid $2.00 for completing the task. Before be-
ginning the task, workers were required to watch a training
video explaining how to use the interface to correctly per-
form the task. Additionally, workers were asked to complete
a pre-questionnaire that indicated experience relevant to the
task (i.e., familiarity with plant sciences or the Greek lan-
guage). The experiment concluded with a post-questionnaire
that first asked them if they realized they were given a du-
plicate image and to identify the duplicate if they believed
they had seen one. The post-questionnaire also included in-
cluded questions from the Intrinsic Motivation Inventory
(Ryan 1982) to assess workers’ enjoyment, effort, and com-
petence for the task.

Experimental Conditions
To investigate the effects of placement and transformation
on worker consistency, we created the following set of con-
ditions for each task, totaling in 8 conditions:

Low Offset, No Transformation Original and duplicate
task are separated by 1 task. No transformation applied
to the duplicate task.

2https://www.crowdcurio.com




